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ADMINISTRATIVE 
OPERATIONS

- Procured Major Projects and Systems

- Network (NW  - $1M budget )

- InterVision ? NW  design

- Approved Networks ? Access and Dist ribut ion Sw itches 
and, B&D - Cabling

- Securit y Enhancement  ? after ?The Incident?

- Carbon Black

- HSLIC 317 Remodel for 2 new  Help Desk posit ions

- Transferred Budgets to and from CIO

- Innovat ion Center ? Transferred from HSLIC to CIO

- HSC Rio Rancho IT ? Moved mgt . of IT support  to UH

- Prepared 2 Budget  Reviews for HSC Leadership

- Projected, prepared and entered the FY22 budget  

- Developed the GEER Grant  Smartsheet  Applicat ion for Student  
Equipment  Loaners

- Processed 3 New  Funded Posit ions

- Job Post ing, Interview  Scheduling, Hiring Proposal, 
Onboarding 

- Cont inued Support  of IT Teams

- Pick up packages/ mail from Shipping & Receiving/ Mailing 
Services and Delivering, Scheduling Meet ings, Time Report ing, 
Except ion Reports

- Developed and implemented the HSC CIO Performance Recognit ion 
Plan

- Completed an analysis of Microsoft  License costs w ith various 
scenarios for budget  project ions

- Developed proposal for HSC/ Health Systems ?Fair Share? of costs

- Supported the startup of Innovat ion Center Proof of Concept  (POC) 
Projects

- Updated the Account ing Procedures Manual

- Updated the Travel Guidelines/ Procedure and Travel Request  Form

- Completed the t ransit ion of HSC CIO web page to the new  HSC 
design
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- Purchases processed through Nov. 30 , 20 21

- 95 Purchase Orders ? $1,728,0 81

- 93 PCard Purchases ? $64,70 9

- Purchased $1.79K in goods & services

- Post ing for new  or replacement  posit ions

- Post ings: 2 for IT Support  Tech 1 and 3 for IT Support  Tech 2

- Hired/ Onboarded: 4  employees

- Meet ings Scheduled ? 7 for large groups, 17 recurring meet ings, 
23 Ad Hoc meet ings

- Approved GEER Equipment  Loaners:

- 32 Hotspots, 10  Laptops w ith W i-Fi, 7 Laptops w/ o W i-Fi, 9 
Webcams

- Approved 115 Workstat ion Replacement  Reimbursements 
- 342 total since 20 19



APPLICATIONS  

LMS?Moodle/ Learning Cent ral

- Provided HSC Moodle Administ rat ion User Support : 207 hours for 
550 + HSC Moodle Users

- Administered Learning Cent ral Course for 230 + HSC Employees

- Conducted Individual Learning Cent ral & Moodle Trainings via Zoom 
for 30 + HSC Employees

- Provided course support  for Course Support : 430  HSC Moodle 
courses

- Worked w ith HSC Educat ion IT groups and Main Campus LMS teams 
to help p lanning act ivit ies for the new  Canvas LMS environment

SQLServer Database and Applicat ions

- Deployed SQL Server upgrade

- Provided Database maintenance, support  and Services to 70 + 
database applicat ions

- Completed Disaster Recovery and Business Cont inuit y assessment  
for SQL Server environment

- Migrated applicat ion development  configurat ion management  
environment  to GitLab

- Out  of 80 + applicat ions, sun-set  or migrated all but  one ColdFusion 
applicat ion to facilit ate the coming year?s p lan of decommissioning 
the HSC ColdFusion environment

- Populated Cherwell Configurat ion Management  Database w ith all 
HSC Applicat ions informat ion

- Maintained and expanded storage of Moodle LMS environment

- Brought  Covid-19 At testat ion applicat ion and process to a close

- Provided data requests and applicat ions support  for Facult y 
Cont racts, School of Medicine, Student  Affairs, CON, COP, COPH
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Cloud applicat ions/ SharePoint  20 10

- Worked w ith HSC IT, Health Systems IT, and Medical Group IT to 
provide deployment , and post  deployment  support  and maintenance 
for Microsoft  365

- Engaged w ith Microsoft  and end-users to create solut ions 
w ithin M365 SharePoint , Teams, and OneDrive

- Developed user group and t rained organizat ions and 
ind ividuals in M365

- Provided 30 + M365 consult s

- Provided support  and collaborated w ith 20 + organizat ions in 
migrat ing content  in SharePoint  20 10 , in ant icipat ion for a March 
20 22 sunset  of SP20 10

- Zoom

- Provisioned 10 0 0 + Zoom Pro licenses

- Implemented Zoom cloud storage retent ion policy to manage 
over-extended Ut ilizat ion

- Worked w ith Classroom Media Technology team to integrate 
Mediasite for academic support

- Provisioned ~20  users in TriNetX and facilit ated upload process to 
TriNetX

- Collaborated w ith deployment  team in deploying Policy Manager 
environment  and provided post -deployment  support

- Staff t raining to help support  SailPoint  Ident it y Management  System 
in 20 22

Web

- Assisted Communicat ions team w ith their effort s in deploying new  
Website Redesign

- Assisted Communicat ions team in deploying Facult y Directory

- Assisted Communicat ions team in migrat ing unmhealth.org to offsite 
host ing

Service Management

- Updated service catalog

- Developed simplif ied customer interface for service requests 

- Inventoried supported applicat ion ent ry points for 20 22 
consolidat ion

ACCOMPLISHMENTS  (CONTINUED)
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- Zoom Cloud Storage Ut ilizat ion

- M365 SharePoint  Usage

- 180  Day SharePoint  Storage Trend since deployment
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- 180  Day SharePoint  Site Count

- 180  Day SharePoint  User Act ivit y

- M365 Teams

- 180  Day Teams Component  Usage
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METRICS (CONTINUED)

- M365 Teams

- Teams User Act ivit y since implementat ion

- M365 OneDrive

- Storage Trend since Implementat ion
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ACCOMPLISHMENTS
HSC Systems and Storage

- M365: Successfully migrated the act ive and archived contents of 
over 20 ,0 0 0  on premise Exchange mailboxes for all current  
Students, Staff, and Facult y ( including HSC, UNMH, SRMC, and 
UNMMG) to Microsoft  Exchange Online.Facilit ated the live cut -over 
from the legacy Exchange Server environment  to email in O365.

- M365: Executed a highly successful migrat ion of our live email 
environment  from Exchange Server to M365 Exchange Online while 
implement ing the full suite of Off ice 365 applicat ions.

- Avoided the high cost  of on-premise hardware refresh and 
maintenance

- Provided full collaborat ive suite of off ice applicat ions ? Word, 
Excel, PowerPoint

- Provided shared storage opt ions ? OneDrive and SharePoint

- Provided full communicat ions p lat form including voice, video 
and instant  messaging p lat form ? Teams

- Provided same user interface for desktop and browser-based 
Out look client

- Disaster Recovery/ Backups: Replaced our legacy Commvault  
tape/ d isk backup management  system w ith Metallic all cloud 
backup on enterprise servers and about  50 % of network at tached 
storage.

- Securit y: Supported the securit y incident  w ith quick response 
taking compromised systems off line, remediat ing, and rebuild ing as 
necessary w ith minimal user impact .

- MFA: Configured and tested Mult i-factor Authent icat ion in O365 
and worked w ith UNMH to test , configure, and implement  MFA for 
Cit rix and Pulse VPN.

- Root  Cause Analysis: Authored the RCA document  in support  of 
ISO Root  Cause Analysis workflow  and worked w ith Technology 
Support  team to implement  in Cherwell
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Interprofessional Healthcare Simulat ion Center 

- SimIQ: C. Kiscaden ( IHSC) documented Business Cont inuit y and 
Disaster Recovery processes for SimIQ simulat ion lab and ident if ied 
Recovery Time Object ives and Recovery Point  
Object ives.Documented High Availab ilit y architecture and real t ime 
monitoring capabilit ies w ithin SimIQ environment .Video capture and 
record ing redundancy ut ilizing on site and cloud backups under 
EMS Plat inum maintenance.System data f iles backed up using HSC 
Metallic cloud.

- SimIQ: Added addit ional st reaming capabilit y w ith new  virtual 
st reaming serve

CTSC-Informat ics Research Storage and Backup

- Disaster Recovery/ Backups: Implemented cloud storage (Azure 
Blobs in Cool/Archive t ier)  for use as low-cost  backup maintaining 
copies of large research data sets.Provides Night ly copies to 
synchronize data for d isaster recovery.

METRICS
Cherwell Incident  Tickets Serviced in 20 21



INFORMATION 
SECURITY  
ACCOMPLISHMENTS

ACCOMPLISHMENT IMPACT

Joint  Network and Informat ion Securit y 
(JNIS) Team:   Working level team of 
analysts, technicians and managers that  
addresses securit y issues and init iat ives 
across the HSC enterprise.

JNIS p layed a cent ral role in all t he other 
accomplishments in this list .The 
relat ionships and processes developed in 
JNIS were the primary reasons why HSC 
responded so quickly to stop the 
ransomware at tack this year.

Cyber Defense:Successfully defending 
against  an enterprise-level ransomware 
at tack, which intended to steal and 
encrypt  as much data as possib le.

We ident if ied the at tack and stopped it  
before ransomware was actually 
deployed.A  successful encrypt ion at tack 
would be catast rophic for HSC and it ?s 
clinical, inst ruct ional and research 
missions.

Mult i-Factor Authent icat ion 
(MFA):Implemented standard ized MFA 
for remote access via Microsoft  365, 
Cerner access through Cit rix and the 
Pulse Virtual Private Network (VPN).

MFA defeats 99% of credent ial theft  
obtained through phishing 
at tacks.Implementat ion signif icant ly 
reduced our risk of ransomware and other 
data breaches.mware and other data 
breaches.

Endpoint  Detect ion and Response 
(EDR)/ Managed Services:  Successfully 
deployed EDR w ith managed services in 
less than three months. A lso developed 
effect ive workflows to maximize 
response.

Cybersecurit y experts rank EDR second 
only to MFA as a defense against  
ransomware.A lthough it  comes at  a price, 
managed services enabled HSC to have a 
turnkey solut ion in p lace in a very short  
t ime.

Perimeter Vulnerabilit y Management  
(VM):Implemented effect ive 
vulnerabilit y management  for 
public-facing systems, maintaining zero 
crit ical vulnerabilit ies and zero high 
vulnerabilit ies throughout  the year.

VM involves scanning for vulnerabilit ies 
but  also remediat ion through system 
securit y updates and correct ions to 
configurat ion set t ings.W hen we began this 
in 20 20 , we had 12 crit ical and 64 high 
vulnerabilit ies.Current ly, we have 0  and 0 .

Root  Cause Analysis (RCA):Established 
an RCA process and workflow  in 
Cherwell to document  RCAs.

RCA is an ind icat ion of a maturing IT 
organizat ion that  helps reduce future 
service outages.
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The HSC Informat ion Securit y Off ice ( ISO) p layed a major role in these 20 21 
accomplishments. However, these are enterprise achievements that  involved 
many part icipants in the HSC CIO and Health Systems CIO organizat ions.
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Classroom Technology Unit

- Enabled Zoom record ings to be stored in Mediasite to help w ith the 
consumpt ion of availab le space on Zoom for educat ional record ings

- Transit ioned from on-premise Mediasite storage to the cloud

- Developed the build  out  of the AV requirements and installat ion for 
the Center of Orthopedics Excellence

- Managed the GEER grant  which provided laptops and hot  spots to 
students

Enterprise Workstat ion Management

- Microsoft  365

- Provided live t raining sessions for email, Teams, OneDrive, etc. 
for the t ransit ion

- Provided end user support  for the email t ransit ion

- Manually re-created all shared email resource permissions 
post  t ransit ion

- Enabled forced workstat ion (PC and Mac) encrypt ion on all HSC 
workstat ions

- Consolidated and HSC accounts to a single HSC VPN separate from 
the UH VPN

- Mult i-Factor Authent icat ion (MFA)

- Enabled and supported MFA for Microsoft  365

- Supported end users for the MFA for the VPN

- Developed and implemented method to require all accounts 
to have registered w ith MFA to prevent  the unwanted 
regist rat ion of devices for possib le compromised accounts

HSC IT Service Desk

- Hired a supervisor for the HSC IT Service Desk

- Filled various vacancies w ithin the IT Service Desk staff

- Expanded support  hours 7:30  am ? 5:30  pm

- Provide phone support  for the w inter break

ACCOMPLISHMENTS
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METRICS

Top 10  Incidents

Top 10  Service Requests
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- Daily break /  f ix /  service act ivat ions

- 1553 t ickets completed YTD

- Network architectural upgrades

- $3M in spends

- Dist ribut ion sw itch upgrades

- Network-w ide d ist ribut ion layer upgraded from Juniper to 
Cisco p lat forms

- 28 HSC sw itches replaced

- 21 UH sw itches replaced

- Access sw itch replacements

- UH, HSC, remote clinics

- EoL 3750  sw itches replaced enterprise-w ide

- 62 sw itches; 420 0  ports

- DNA Center Network Management  prototype operat ional and 
in-service

- Network design & implementat ion for const ruct ion and new  facilit ies

- NHT & Parking St ructure, Mult id iscip linary clinic, SRMC Ortho, 
Gallup clinic, Rio Rancho clinic, Roswell clinic

- Maintenance W indow

- Negot iated a dedicated maintenance w indow  for network 
maintenance act ivit ies, f irst  Saturday of the month; 1:0 0 PM ? 
5:0 0 PM

- Transit ion of ProofPoint  administ rat ion and management  to the 
NetSec Team

- Expanded ProofPoint  capabilit ies beyond email scanning to 
include TRAP, URL Defense, and phishing but ton

- Internet  edge

- Increased ISO capacit y to f ive 10 G discrete pathways

- Upgraded edge f irewalls to current  code revision for problem 
resolut ion & performance increase

- Splunk t ransit ion

- Formal t ransit ion of ownership of Splunk aggregat ion p lat form 
to NetSec

- Cobalt  Blue inf ilt rat ion detect ion

- Early inf ilt rat ion detect ion, containment , and cleanup deployed

- Resulted in untold f inancial and data loss avoidance

ACCOMPLISHMENTS
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ACCOMPLISHMENTS (CONTINUED)

- Dist ribut ion sw itch replacement : 10 0 % completed

METRICS

- SolarW inds

- Containment  & management  of inf ilt rat ion

- Plat form expansion to include addit ional network devices

- NetBrain

- Tool int roduct ion, turn-up, value analysis

- Cisco Integrated Service Engine ( ISE)

- Securit y segmentat ion prototype completed

- Created Enterprise-w ide governance body (JNIS)

- Network /  informat ion /  cybersecurit y

- Implementat ion of standard ized Azure MFA across mult ip le services

- 365 environment

- Cit rix Access Gateway

- Pulse VPN

- Opt iv Securit y Operat ion Center

- Provid ing f irst -level monitoring & problem resolut ion

- Endpoint  scanning

- Facilit ated removal of McAfee as the standard endpoint  virus 
detect ion p lat form

- Facilit ated the p lacement  of Carbon Black as the standard 
virus detect ion /  EDR plat form 

- Coordinated environmental d iscovery & vulnerabilit y scanning into 
an enterprise-w ide act ivit y

- Sunset  Rapid 7

- Sunrise Tenable

- Outage Management

- A ll failures & outages managed to resolut ion & Root  Cause 
Analysis delivered

- UH rolling network failures

- The rabbit  incident

- UH /  SRMC fiber cut

- Data Center outage

- HSSB core sw itch failure

- Internet  edge slowdown
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